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INTRODUCTION



MACHINE LEARNING IN THE ACTUARIAL FIELD

ÅMachine learning has seen a rapid increase in application in the 

actuarial field, in areas such as mortality modelling, pricing and 

loss reserving

ÅNeural networks (NNs) have shown great potential thus far

ÅWe focus our work on NEURAL NETWORKS (NNs) and apply 

them to RESERVING with LOSS TRIANGLES
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NEURAL NETWORKS IN RESERVING: POTENTIAL

ÅHighly flexible, can capture complex trends in the data. Have outperformed the 

Chain Ladder in early applications

ÅVersatile modelling: Can learn from visual data, categorical data, time data, etc.

ÅGranular data: Neural networks thrive with large, granular data. We also 

demonstrate that it performs well with aggregate data



NEURAL NETWORKS IN RESERVING: RISKS AND 
CURRENT CHALLENGES

ÅMost NN reserving applications focus on giving central estimates; less focus on 

the distribution, which is critical for risk management 

ÅBlack box! NNs have low interpretability. Hard to justify results to stakeholders

ÅCan be unpredictablewhen extrapolating, due to their flexibility

ÅRequire a lot of data ðrisky on a loss triangle

ÅAddressing these risks can help NNs realise their potential, encourage 

implementation in practice



NEURAL NETWORKS IN RESERVING: ADDRESSING 
SHORTCOMINGS

WE IMPLEMENT A NEURAL NETWORK THAT:

1. Predicts the distribution of outstanding claims

2. Is easy to fit

3. Can be adapted to an Actuarial ðNeural Network hybrid approach for 

increased interpretability

4. Incorporates actuarial judgement, ensuring projections are reasonable

5. And most importantly, provides accuratereserve estimates (outperforms the 

chain ladder benchmark)



MODEL DESIGN AND DEVEOLPMENT



DATA: LOSS TRIANGLE

Å40x40 loss triangles (Figure 1) 

ÅAccident quarters (AQ): ░

ÅDevelopment quarters (DQ):  ▒

ÅIncremental Claims, ╧░ȟ▒

ÅBenchmark: Stochastic Chain 

Ladder (CL)

Figure 1: Aggregate loss triangle



NEURAL NETWORKS

ÅA neural network consists of an input layer, 

hidden layers (with hidden nodes) and an 

output layer

ÅNodes are connected by weights (arrows), 

which carry the input to the output

ÅInput ●is passed through the network 

weights and hidden nodes, which 

transforms ●into ◐

ÅWeight parameters (arrows) are 

optimised to improve the fit ◐
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Figure 2: Example neural network
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DISTRIBUTIONAL FORECASTING: MIXTURE DENSITY 
NETWORKS (MDN)

ÅAssume losses ╧░ȟ▒follow a Mixed 

Gaussian distribution, as such:
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ÅMixture Density Network (Figure 3) 

produces the (♪ȟⱧȟⱭ) parameters as 

output
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Figure 3: Mixture Density Network



MIXTURE DENSITY NETWORK (MDN): INTUITION

ÅMixed Gaussian can approximate any distribution (given 

enough components)

ÅRelatively simplistic network

ÅAccurate central estimates



DATA SPECIFICATIONS

Simulated data, using the SynthETICSimulator, 4 

different environments:

1. Simple, short tail claims

2. Gradually speeding up claim settlement

3. Inflation shock

4. Complex, volatile long tail claims 

50 triangles for each simulated environment

ÅReal data (AUSI), Auto Bodily Injury, long tail 

claims, 10 triangles

ÅMDN run on 210 triangles

Environment 2: Speed up settlement

AUSI: Auto Bodily Injury, long tail claims



RESULTS



RESULTS ðSMOOTH, ROBUST FORECASTS

ÅEnvironment 4

ÅSmooth, robust and 

accurate forecasts, even 

with volatile long tail 

claims

MDN +- 1 SDMDN mean estimateActual losses Forecast region



SAMPLE RESULTS ðCAPTURED TRENDS

ÅEnvironment 2: Claim 

settlement speed 

increases

ÅMDN captured that 

change

ÅChain Ladder (CL), 

assumes homogeneity, 

failed to capture 

change

MDN +- 1 SDMDN mean estimateActual losses Forecast regionChain Ladder



QUANTITATIVE ANALYSIS: MEAN ESTIMATES

Figure 4: Boxplots of (RMSE (MDN)/ RMSE (Chain Ladder)) over 50 (10 for 

AUSI) triangles

ÅCentral estimate accuracy for 

╧░ȟ▒
ÅRMSE metric (Root Mean 

Squared Error)

ÅLower RMSE = more accurate fit

ÅFigure 4 shows the MDN had a 

lower RMSE than the Chain 

Ladder in the overwhelming 

majority of triangles in all 

environments


