Big Data Working Party II: Data Analytics

Introduction and Summary

Fumihiro Endo, Louise Francis, MaryJo Kannon, Hidemasa Oda, Axel Wolfstein

| Introduction

This paper is a sequel to two other papers produced by ASTIN Big Data Working Parties. The focus of this
Working Party’s research and publication is the introduction of certain key predictive modeling
techniques along with a data set and code that the reader can use to practice the covered methods.

Prior Big Data Working Parties were:

- ASTIN Big Data/Data Analytics Working Party Phase | - 2015
This working party provided an introduction to big data and data analytics. It introduced the
benefits to the insurance industry of Big Data and Data Analytics. It introduced the
organizational structures used in Big Data projects and covered key data concepts and tools
used by Big Data practitioners.

- A Deep Learning Odyssey — An Invitation to Actuaries to Join the Journey - 2016
This working party focused on a particular analytics method: deep learning. Deep learning is
based on recent enhancements to neural network methods. The Deep Learning working party
introduced neural networks and then describes the enhancement of neural networks known as
deep learning. This enhancement is considered by many researchers to be more effective than
neural networks. The working party used a publicly available intrusion detection data set from
the 1999 KDD Challenge. The Theano library from the open source analytics programming
language Python was used to implement the deep learning model.

The methods to be used by this working party

The Big Data Working Party Il will follow up on the work of the two previous working parties by
introducing some of the most commonly used predictive modeling methods. Arguably the most
commonly used predictive modeling approach in insurance, is generalized linear models or GLM, but we
will not be covering this approach due to its widespread use. Instead the working party focused on
other approaches that largely originated in the statistics and machine learning disciplines. The working
party was grouped into teams that worked on specific topics. The following are the techniques that we
will cover:

Supervised learning

There are two broad categories of models used in predictive analytics; supervised learning and
unsupervised learning. The primary distinction between the two is the presence or absence of the
dependent variable in the data used to build the model. With supervised learning the dependent
variable is present in the data and, therefore, the model fitting can be “supervised” by comparing the
model’s prediction to an actual value for the dependent variable. A classic example of supervised



learning is linear regression where the dependent variable is a linear function of one or more predictors.
Generalized linear models which are widely used for predictive modeling in insurance are another
example. Although we do not provide a discussion of the GLM technique, we compare results of other
methods to logistic regression, a GLM technique used when the dependent variable is binary.

Some of the most popular non-GLM supervised learning methods are: Trees, Ensemble Trees
(randomForest), neural networks and Multivariate Adaptive Regression Splines (MARS). In this round of
the Big Data Working Party we will introduce the MARS and Trees. The introduction will assume that
the reader is familiar with ordinary least squares regression.

Neural networks were introduced by an ASTIN working party in the paper “A Deep Learning Odyssey”.
Because this method has been previously introduced, we do not provide an independent introduction in
this publication. However, the method is one of the ones applied and compared to other methods. The
following web site talks about how to perform neural network analysis using a number of approaches
(including deep learning) and libraries in R: http://www.parallelr.com/r-deep-neural-network-from-
scratch/. The libraries discussed on the web site can be used by actuaries for neural network analysis.
One of the R libraries introduced, deepnet, was used to by this working party to apply a deep learning
neural network to the COIL data.

Unsupervised learning

With unsupervised learning, a dependent variable is not present in the data. In classical statistics,
clustering is an example of unsupervised learning. In insurance, the development of rating territories can
be considered a form of unsupervised learning. Specifically, policyholder addresses located close to
each other geographically are grouped together by the insurance company into the same “territory”.
The unsupervised learning techniques that we will be using are:

Clustering
K means Clustering
Hierarchical Clustering
Principal Components Analysis
Principal Components Analysis

Principal Components Trees



Il The Data

For this working party we will be utilizing free downloadable data from a data analytics competition. The
data is from the 2000 COIL Competition and can be downloaded from
http://liacs.leidenuniv.nl/~puttenpwhvander/library/cc2000/report2.html.

This is an insurance company data set. Below is an overview of the data:

The dependent variable: CARAVAN. This is an indicator variable that indicates whether or not a
customer purchased a caravan (mobile home) policy.

The predictors are in several categories:

External demographic variables

Insurance company data - Financial values (i.e. premium)
Insurance company data - Count values

Categorical variables:

0 There were two categorical variables in the data. Both are related to the classification of
customer type. All other variables are numeric. Most of the demographic numeric
variables can be considered ordinal as they contained ranges of values. Each numeric
code maps to a range. The customer types in customer type variables appear to be
somewhat subjective, allowing the working party to used unsupervised learning to
create alternatives to them using the data.

See Appendices A through C for a listing of the variables and other details on the values and labels of
these variables.

The training data

The training data is a sample of over 5000 records containing eighty-five predictor variables. These
predictor variables were described above.

The test data

The test data is stored in a separate file and represents a pure holdout sample used to evaluate those
participating in the original contest. The predictors are contained in a separate file from the true results.
(It is probable that the structure is a result of withholding the actual value of the target variable from
the contestants.)

Consistency

The values on various variables in the data were evaluated for consistency. For instance the file contains
several income related Postal Code level variables. These variables were evaluated to determine if the
percentages from the combination of the variables to add to one.



Il The Software

In order to make available tools to practicing actuaries, we have, as much as possible, used open source
software. We relied heavily on the open source package R but Python can also utilized. Ultimately, the
code for our analyses will be made available online.

R libraries used:

cluster
princomp
earth

deepnet
glmnet

rpart
randomForest!

Other Software:

MARS

Comparison of results

The table below presents the area under the ROC curve for the various methods that were used to
predict the Caravan variable using the COIL data. The area under the ROC curve (auc) is a widely used
method for assessing the effectiveness of models that predict binary dependent variables. A description
of this evaluation approach is provided in the MARS document produced by this working party. The auc
method allows us to draw conclusions about the various methods.

! The glmnet library was featured in the principal components paper. It was used to fit a robust logistic regression
with and without principal components to the data.



Summary: The Predictive Modeling Methods:

The various modeling methods that the working party applied to the Coil data are presented in separate
sections/documents attached. In these sections we summarize the results of the methods.

Unsupervised learning:

The two methods applied are cluster analysis and principal components analysis. Below is a summary of
each method.

Cluster analysis

The working party presents an introduction to the technique of clustering in their document
“Clustering”2. Two clustering methods, “kmeans clustering” and “hierarchical clustering” are applied to
the data. These clustering methods are applied to the zip code demographic variables excluding the
customer type variables MOSTYPE and MOSHOOF. Per Endo and Oda3, ” From a practical point of view,
this analysis can be seen as classifying the customer from the sociodemographic data and creating another
customer classification.” These cluster classifications provide an alternative to the customer type variables. To
illustrate, the table below shows one of the customer type variables, MODHOOF versus one of the hierarchical
clusters. The particular cluster result chosen* was the one found to be the most predictive of the dependent variable.
The table shows that the majority of certain customer types often have a mgjority of recordsin one of the clusters
derived from hierarchical clustering. Thisis highlighted on the table. Three of the categories have the mgjority of
their records in cluster one. These are “Retired and Religious”, “Family with grown-ups”, and “Conservative
families”.

2 From “Clustering” report Endo Fumihero and Oda Hidemasa, of the clustering team of the working party.

3 ibid.

4 Due to multiple clustering methods and multiple options for each technique there were a number of clustering
outputs. Only one is shown on the table.



MOSHOOFD * cutree.10.diana.C.man Crosstabulation

Hierarchical Clusters (cutree.10.diana.C.man)

1 2 3 4 5 6 7 8 9 10 Total

M Successful hedonists Count 151 52 108 197 25 5 1 12 1 0 552
o % within

s MOSHOOED 27.4% 9.4%| 19.6% 35.7% 4.5%| 9% .2%) 2.2%| 2% 0.0% 100.0%

g Driven Growers Count 28 2 230 116 120 0 2| 4] 0 0| 502]

('2 . ://TO\AQ:SOFD 5.6% A% 45.8% 23.1% 23.9% 0.0% A% .8%) 0.0% 0.0% 100.0%

D Average Family Count 290 61 239 86 205 1 1 3] 0 0| 886

mt:gOFD 32.7% 6.9% 27.0% 9.7% 23.1% 1%, .1%) .3%) 0.0%| 0.0% 100.0%

Career Loners Count 7 9 1 2 0 31 0 0 0| 2 52

ll)jl)(;vsit:i(;OFD 13.5% 17.3% 1.9% 3.8% 0.0%| 59.6% 0.0% 0.0%| 0.0%| 3.8% 100.0%

Living well Count 177| 322 11 4 1 23 31 0| 0 0| 569)

://TO\AQ:SOFD 31.1% 56.6% 1.9% 7% 2% 4.0%| 5.4% 0.0%| 0.0% 0.0% 100.0%

Cruising Seniors Count 53 71 11 1 0 8 52 0 1 8 205

mt:gOFD 25.9% 34.6% 5.4% .5%) 0.0%| 3.9% 25.4% 0.0% 5% 3.9% 100.0%

Retired and Religeous Count 374 47 14 0 6 2 107 0 0| 0 550

ll)jl)(;vsit:i(;OFD 68.0% 8.5%| 2.5% 0.0% 1.1% A% 19.5% 0.0%| 0.0% 0.0% 100.0%

Family with grown ups Count 1161 59 222| 31 64 0 22| 4 0 0| 1563]

://TO\AQ:SOFD 74.3% 3.8%| 14.2% 2.0% 4.1%| 0.0% 1.4% .3%) 0.0% 0.0% 100.0%

Conservative families  Count 499 45 55 3 27 1 33 4 0 0 667|

mt:gOFD 74.8% 6.7% 8.2% A% 4.0%| 1%, 4.9%) .6%) 0.0%| 0.0% 100.0%

Farmers Count 123 0| 131 6 16 0| 0 0 0| 0 276

ll)jl)(;vsit:i(;OFD 44.6% 0.0%| 47.5% 2.2% 5.8%| 0.0% 0.0% 0.0%| 0.0%| 0.0% 100.0%

Total Count 2863 668 1022 446 464 71 249 27 2 10 5822

://TO\AQ:SOFD 49.2% 11.5% 17.6% 7.7% 8.0%| 1.2% 4.3%)| .5%) .0%, 2% 100.0%

Percent Who Purchased Caravan Policies by Cluster

Cluster Mean N

' 46% | 5 e63
2 3.3% 665
° 8B1% | 102
4 11.7% "
5 11.2% 464
6 0.0% -,
! 3.2% ot
8 0.0% .
9 0.0% X
10 0.0% 0
Total 6.0% 5,822




The table “Percent who Purchased Caravan Policies by Cluster” indicates that some clusters are higher
than average and some lower than average with respect to the number of policyholders purchasing
Caravan policies. This indicates that the clusters are related to Caravan policy purchasing behavior. Our
testing of predictive models indicates that the class variables and clusters have similar predictive
accuracy when used in isolation (i.e. without any of the other predictor variables) to predict the
dependent variable.

Principal Components Analysis

Demographic variables are also used in principal components analysis. Under the PCA method,
“Principal Components” are the weighted combinations of the demographic variables. Various graphs
presented in the PCA write up indicate that the first two principal components capture key features of
the demographic variables that can be used to cluster the policyholders into customer groupings that
are similar with respect to their values on the variables. These groupings could perhaps function as an
alternative to the customer type variables supplied in the data.

The principal components team of the working party applied the principal components technique to the
complete set of predictor variables also. A small number of these principal components appear to
adequately capture the key features in the data, but do so in a much smaller number of variables.
Principal components from the analysis were tested as predictors in predictive models. The results of
the testing of the Principal Components as predictors are described in the principal components report
and in the MARS report. In both reports certain principal components were found to be very predictive.
The best model fit recommended by the working party was a logistic regression where the data was
augmented with principal components developed with the PCA tree method.

Comparison of models

The table below presents the AUC for each model. The table does not present the AUC of every model
but of the best model for each category. For example, only the AUC of the best MARS model and the
best deep net model are shown.

Summary of Area Under the ROC Curve
Model AUC

Logistic regression 0.719
MARS Combined Model 0.716
Trees/randomForest <.716

deepnet 0.717
Logistic Regression with PCA 0.745



These results indicate that most of the models perform equally well (i.e. logistic regression, MARS and
the deepnet). However, the logistic >regression model using data augmented with PCA’s seems to
perform better than any of the other models. In addition trees and randomForest performed poorly
when compared to logistic regression on a test other than area under the ROC curve® (though as of this
time no auc was computed). As a result its auc is listed as less than that of any of the other methods.

5 A robust form of logistic regression known as lasso was used in the PCA augmented analysis

6 A crosstabulation was computed used the model prediction and the number of true “yes” records was correctly
predicted computed and compared across methods. The top 238 records, based on those with the highest score
from the model were classified as a ‘1’ or “yes” on the dependent variable and all others were classified as no.
This is a test on the test data.



Appendix A — Demographic Variables

Below is a list of the Demographic (Postal Code) Variables. This list originated from the COIL
documentation.

Demographic Variables

Variable Variable Description
MAANTHUI Number of houses 1 - 10
MGEMOMV Avg size household 1 - 6
MGEMLEEF Avg age see L1
MGODRK Roman catholic
MGODPR Protestant

MGODOV Other religion

MGODGE No religion

MRELGE Married

MRELSA Living together
MRELOV Other relation
MFALLEEN Singles

MFGEKIND Household without children
MFWEKIND Household with children
MOPLHOOG High level education
MOPLMIDD Medium level education
MOPLLAAG Lower level education
MBERHOOG High status

MBERZELF Entrepreneur
MBERBOER Farmer

MBERMIDD Middle management
MBERARBG Skilled labourers
MBERARBO Unskilled labourers
MSKA Social class A

MSKB1 Social class B1

MSKB2 Social class B2

MSKC Social class C

MSKD Social class D

MHHUUR Rented house

MHKOOP Home owners

MAUT1 1car

MAUT2 2 cars

MAUTO No car

MZFONDS National Health Service
MZPART Private health insurance
MINKM30 Income < 30.000
MINK3045 Income 30-45.000
MINK4575 Income 45-75.000
MINK7512 Income 75-122.000
MINK123M Income >123.000
MINKGEM Average income

MKOOPKLA Purchasing power class



Appendix B — Customer Type and Subtype Variables

Below details the Customer Type and Subtype Variables. For each of the variable values the actual
customer type (or subtype) label is listed. Note that the customer type labels largely reflect
demographic information. This list originated from the COIL documentation.

MOSHOOFD (Customer Type)
Variable Value |Label
Successful hedonists
Driven Growers
Average Family
Career Loners

Living well

Cruising Seniors
Retired and Religeous
Family with grown ups
Conservative families
Farmers
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MOSTYPE (Customer Subtype)

Variable Value |[Label

1 High Income, expensive child
2 Very Important Provincials

3 High status seniors

4 Affluent senior apartments
5 Mixed seniors

6 Career and childcare

7 Dinki's (double income no kids)
8 Middle class families

9 Modern, complete families
10 Stable family

11 Family starters

12 Affluent young families

13 Young all american family
14 Junior cosmopolitan

15 Senior cosmopolitans

16 Students in apartments

17 Fresh masters in the city

18 Single youth

19 Suburban youth

20 Etnically diverse

21 Young urban have-nots

22 Mixed apartment dwellers
23 Young and rising

24 Young, low educated

25 Young seniors in the city

26 Own home elderly

27 Seniors in apartments

28 Residential elderly

29 Porchless seniors: no front yard
30 Religious elderly singles

31 Low income catholics

32 Mixed seniors

33 Lower class large families
34 Large family, employed child
35 Village families

36 Couples with teens 'Married with children
37 Mixed small town dwellers
38 Traditional families

39 Large religous families

40 Large family farms

41 Mixed rurals




Appendix C —All Other Predictor Variables

Non Demographic Variables

44 PWAPART Contribution private third party insurance see
L4

45 PWABEDR Contribution third party insurance (firms) ...

46 PWALAND Contribution third party insurance -
agriculture)

47 PPERSAUT Contribution car policies

48 PBESAUT Contribution delivery van policies

49 PMOTSCO Contribution motorcycle/scooter policies

50 PVRAAUT Contribution lorry policies

51 PAANHANG Contribution trailer policies

52 PTRACTOR Contribution tractor policies

53 PWERKT Contribution agricultural machines policies

54 PBROM Contribution moped policies

55 PLEVEN Contribution life insurances

56 PPERSONG Contribution private accident insurance
policies

57 PGEZONG Contribution family accidents insurance
policies

58 PWAOREG Contribution disability insurance policies

59 PBRAND Contribution fire policies

60 PZEILPL Contribution surfboard policies

61 PPLEZIER Contribution boat policies

62 PFIETS Contribution bicycle policies

63 PINBOED Contribution property insurance policies

64 PBYSTAND Contribution social security insurance
policies

65 AWAPART Number of privatethird party insurance 1 - 12

66 AWABEDR Number of third party insurance (firms) ...

67 AWALAND Number of third party insurane (agriculture)

68 APERSAUT Number of car policies

69 ABESAUT Number of delivery van policies

70 AMOTSCO Number of motorcycle/scooter policies

71 AVRAAUT Number of lorry policies

72 AAANHANG Number of trailer policies

73 ATRACTOR Number of tractor policies

74 AWERKT Number of agricultural machines policies

75 ABROM Number of moped policies

76 ALEVEN Number of lifeinsurances

77 APERSONG Number of private accident insurance
policies

78 AGEZONG Number of family accidentsinsurance policies




79 AWAOREG Number of disability insurance policies

80 ABRAND Number of fire policies

81 AZEILPL Number of surfboard policies

82 APLEZIER Number of boat policies

83 AFIETS Number of bicycle policies

84 AINBOED Number of property insurance policies

85 ABY STAND Number of social security insurance policies
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