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The	CAS	Loss	Reserve	Database	
Created	by	Meyers	and	Shi	
With	Permission	of	American	NAIC	

•  Schedule	P	(Data	from	Parts	1-4)	for	several	US	
Insurers	
–  Private	Passenger	Auto	
–  Commercial	Auto		
– Workers’	Compensa/on	
–  General	Liability	
–  Product	Liability	
– Medical	Malprac/ce	(Claims	Made)	

•  Available	on	CAS	Website		
hPp://www.casact.org/research/index.cfm?fa=loss_reserves_data	



•  50	Insurers	from	four	lines	of	business	
–  Commercial	Auto	(CA)	
–  Personal	Auto	(PA)	
– Workers’	Compensa/on	(WC)	
–  Other	Liability	(OL)	

•  102	Pairs	of	triangles	with	these	insurers	
–  29	CA-PA									
–  17	CA-WC	
–  17	CA-OL	
–  14	PA-WC	
–  15	PA-OL	
–  10	WC-OL	

Data	Used	in	Study	



Illustra/ve	Insurer	–	Paid	Losses	



•  w	=	Accident	Year		w	=	1,…,10	
•  d	=	Development	Year		d	=	1,…,10	
•  Cw,d	=	Cumula/ve	paid	loss	

Nota/on	



The	Changing		
SePlement	Rate	(CSR)	Model	

•  logelr	~	uniform(-5,0)	
•  α1 =  0, αw	~	normal(0,						)	for	w	=	2,…,10	
•  β10	=	0,	βd		~	uniform(-5,5),	for	d	=	1,…,9	
•  ai	~	uniform(0,1)			

•  																				Forces	σd	to	decrease	as	d	increases	

•  µw,d	=	log(Premiumw)+logelr	+	αw	+	βd·speedupw	
•  Cw,d	~	lognormal(µw,d,	σd)		

  
σd = ai    
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CSR	Model		
Allow	for	Changing	Loss	Ra/o	

•  logelr	~	uniform(-5,0)	
•  α1 =  0, αw	~	normal(0,						)	for	w	=	2,…,10	
•  β10	=	0,	βd		~	uniform(-5,5),	for	d	=	1,…,9	
•  ai	~	uniform(0,1)			

•  																				Forces	σd	to	decrease	as	d	increases	

•  µw,d	=	log(Premiumw)+logelr	+	αw	+	βd·speedupw	
•  Cw,d	~	lognormal(µw,d,	σd)		

  
σd = ai    

i=d
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CSR	Model		
Changing	σd	

•  logelr	~	uniform(-5,0)	
•  α1 =  0, αw	~	normal(0,						)	for	w	=	2,…,10	
•  β10	=	0,	βd		~	uniform(-5,5),	for	d	=	1,…,9	
•  ai	~	uniform(0,1)			

•  																				Forces	σd	to	decrease	as	d	increases	

•  µw,d	=	log(Premiumw)+logelr	+	αw	+	βd·speedupw	
•  Cw,d	~	lognormal(µw,d,	σd)		

  
σd = ai    

i=d
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CSR	Model		
Speedup	Interac/on	

•  logelr	~	uniform(-5,0)	
•  α1 =  0, αw	~	normal(0,						)	for	w	=	2,…,10	
•  β10	=	0,	βd		~	uniform(-5,5),	for	d	=	1,…,9	
•  ai	~	uniform(0,1)			

•  																				Forces	σd	to	decrease	as	d	increases	

•  µw,d	=	log(Premiumw)+logelr	+	αw	+	βd·speedupw	
•  Cw,d	~	lognormal(µw,d,	σd)		

  
σd = ai    

i=d
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The	Speedupw		Parameters

•  βd s	are	almost	always	nega/ve!	(β10	=	0)	
•  speedup1	=	1	
•  speedupw	=	speedupw-1�(1	–	γ	–	(w-2)�δ)		
•  Speedup	rate	=	γ	+	(w-2)�δ

–  If positive, claim settlement speeds up
–  If negative, claim settlement slows down
– Can change over time	



•  Use	R	with	“rstan”	package	
•  Get	a	sample	of	10,000	parameter	sets	from	the	
posterior	distribu/on	of	the	model	

•  Use	the	parameter	sets	to	get	10,000,													,	
simulated	outcomes	

•  Calculate	summary	sta/s/cs	of	the	simulated	
outcomes	
– Mean	
–  Standard	Devia/on	
–  Percen/le	of	Actual	Outcome	

Bayesian	MCMC	Models	

!!
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Distribu/on	of	Mean	γs	for		
200	Loss	Triangles	

Speedup of claim settlement 
for most insurers 



Criteria	for	a	“Good”		
Stochas/c	Loss	Reserve	Model	

•  Using	the	predic/ve	distribu/ons,	find	the	
percen/les	of	the	outcome	data	for	several	loss	
triangles.	

•  The	percen/les	should	be	uniformly	distributed.	
– Histograms	
– PP	Plots	and	Kolmogorov		Smirnov	Tests	

•  Plot	Expected	vs	Predicted	Percen/les	
•  KS	95%	cri/cal	values	=	19.2	for	n	=	50	and	9.6	for	n	=	200	



Illustra/ve	Tests	of	Uniformity	



Test	of	CSR	on	Paid	Data	

Conclusion – Validates within KS Boundaries 
 



In	Passing	-	Result	for	Other	Models	
Sopware	from	“ChainLadder”	package	

•  Incurred	data	
– Mack	model	understates	variability.	
– Fails	to	recognize	dependencies	between	accident	
years	–	corrected	with	Correlated	Chain	Ladder	
(CCL)	model.	

•  Paid	data	
– Both	Mack	and	Bootstrap	ODP	are	biased	upward.	
– Corrected	by	CSR	model.	



Dependencies	Between	
Lines	of	Insurance	



Joint	Lognormal	Distribu/on	

•  Step	1	–	Get	univariate	sample	of	10,000	μwds	and	
σds	for	each	line	X	and	Y	=	CA,	PA,	WC	or	OL	

•  Step	2	–	For	each	parameter	set	in	the	univariate	
sample	for	each	line,	use	MCMC	to	get	a	single	ρ	
from	the	bivariate	distribu/on	of	
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Got	Samples	of	ρ	for	
102	Pairs	of	Triangles	in	CAS	Database	



Distribu/on	of	the	Sum	of	Losses	
for	Two	Lines	of	Insurance	

•  From	the	2-step	bivariate	model	
•  From	the	independent	model	formed	as	a	
random	sum	of	losses	from	the	univariate	
models.	
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Test	2-Step	Bivariate	Model	on		
102	Pairs	of	Lines	in	CAS	Database	



Test	Independent	Model	on		
102	Pairs	of	Lines	in	CAS	Database	



Model	Selec/on	
Choosing	between	2-Step	and	Independent	

•  If	we	fit	model,	f,	by	maximum	likelihood	define	
	
•  Where		

–  p	is	the	number	of	parameters		
–  													is	the	maximum	log-likelihood	of	the	model	
specified	by	f.	

•  Lower	AIC	indicates	a	bePer	fit	
–  Encourages	larger	log-likelihood	
–  Penalizes	for	increasing	number	of	parameters	

		AIC = 2⋅p−2⋅L x|θ̂( )

		L x|θ̂( )



Model	Selec/on	with	the	WAIC	Sta/s/c	
•  If	we	have	an	MCMC	model	with	parameters		
	

•  Where		
–  											is	the	effec$ve	number	of	parameters		

• Decreases	as	the	prior	distribu/on	becomes	more	
“informa/ve”	i.e.	less	influenced	by	the	data.				

– 																	=	Average	log-likelihood	of	the	model	

•  Lower	WAIC	indicates	a	bePer	fit	
– Encourages	larger	average	log-likelihood	
– Penalizes	for	increasing	effec$ve	number	of	parameter	

		
WAIC = 2⋅ p̂WAIC −2⋅ L x|θ i( ){ }
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WAIC	Calcula/ons	

•  Done	with	R	package	“loo”		
•  LOOIC	-	Another	model	selec/on	sta/s/c	
similar	to	WAIC		
– Pareto	Smoothed	Importance	Sampling	
– Leave	one	out		
– PSIS-LOO	
–  Included	in	paper	



Model	Selec/on	
Choosing	between	2-Step	and	Independent	

•  WAIC		and	LOOIC	sta/s/cs	indicate	that	the	
independent	model	is	preferred	

for	ALL	102	pairs	of	lines!	
	
•  Counterintui/ve	to	many	actuaries.	

–  Infla/on	affects	all	claims	
– Cyclic	effects	

•  I	think	I	owe	an	explana/on.	



The	Changing		
SePlement	Rate	(CSR)	Model	

•  logelr	~	uniform(-5,0)	
•  α1 =  0, αw	~	normal(0,						)	for	w	=	2,…,10	
•  β10	=	0,	βd		~	uniform(-5,5),	for	d	=	1,…,9	
•  ai	~	uniform(0,1)			

•  																				Forces	σd	to	decrease	as	d	increases	

•  µw,d	=	log(Premiumw)+logelr	+	αw	+	βd·speedupw	
•  Cw,d	~	lognormal(µw,d,	σd)		

  
σd = ai    

i=d
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The	Stochas/c			
Cape	Cod	(SCC)	Model	

•  logelr	~	uniform(-5,0)	
•  α1 =  0, αw	~	normal(0,						)	for	w	=	2,…,10	
•  β10	=	0,	βd		~	uniform(-5,5),	for	d	=	1,…,9	
•  ai	~	uniform(0,1)			

•  																				Forces	σd	to	decrease	as	d	increases	

•  µw,d	=	log(Premiumw)+logelr	+	βd	
•  Cw,d	~	lognormal(µw,d,	σd)		

  
σd = ai    

i=d
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The	Stochas/c			
Cape	Cod	(SCC)	Model	

•  Simpler	than	the	CSR	model	
•  Resembles	an	industry	standard	

– BornhuePer	Ferguson	with	a	constant	ELR	
•  Source	Dave	Clark	and	Jessica	Leong	in	the	references	

•  2-Step	SCC	model	is	preferred	for	some	insurers	
by	the	WAIC	sta/s/c.	

•  Look	at	a	sample	of	standardized	residual	plots	
•  Insurer	5185	for	CA	and	OL	favors	2-Step	

– Picked	as	an	illustra/on	



Posterior	Distribu/on	of	ρ	



Sample	of	Standardized	Residual	Plots	
Insurer	5185		-	CA	and	OL	2-Step	

AY	1	borders	are	black	
	
AY	3	borders	are	blue	
	

In	general,	SCC	residuals	
tend	to	find	their	own	
corner.		If	many	are	in	
the	NW-SE	corner,	we	
see	a	nega/ve	mean	ρ.	
	



Implica/ons	of	Independence	
•  Cost	of	capital	risk	margins	should	have	a	
“diversifica/on”	credit.	

•  As	an	example,	the	EU	Solvency	II	adds	risk	
margins	by	line	of	business	–	implicitly	denying	a	
diversifica/on	credit.	

•  With	a	properly	validated	MCMC	stochas/c	loss	
reserve	model,	one	can	get	10,000	stochas/c	
scenarios	of	the	future	and	calculate	a	cost	of	
capital	risk	margin,	and	reflect	diversifica/on.	

•  I	am	preparing	a	paper	on	risk	margins.	
–  Session	at	the	2016	CLRS	



A	Proposed	“Law”	for		
Dependency	Modeling	

•  Using	the	2-Step	procedure,	we	can	fit	
mul/variate	distribu/ons.	

•  We	can	compare	the	2-Step	model	to	a	model	
that	assumes	independence	with	WAIC	sta/s/cs.	

The	Law	
•  If	your	dependent	bivariate	model	is	“bePer”	
than	the	independent	model,	you	should	look	for	
something	that	is	missing	from	your	model.	



References	by	Glenn	Meyers	

•  “Stochas/c	Loss	Reserving	Using	Bayesian	
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•  “Dependencies	in	Stochas/c	Loss	Reserving	
Models”		CAS	eForum,	Winter	2016.		This	is	a	
working	paper,	an	updated	paper	has	been	submi=ed	to	
Variance	and	the	2016	ASTIN	Colloquium	
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