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ABSTRACT

In the dual model, the surplus of a company is a Lévy process with sample paths that are skip-free downwards. In this paper, the aggregate gains process is the sum of a shifted compound Poisson process and an independent Wiener process. By means of Laplace transforms, it is shown how the expectation of the discounted dividends until ruin can be calculated, if a barrier strategy is applied, and how the optimal dividend barrier can be determined. Conditions for optimality are discussed and several numerical illustrations are given. Furthermore, a family of models is analysed where the individual gain amount distribution is rescaled and compensated by a change of the Poisson parameter.
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1. INTRODUCTION

How much of the surplus should a stock company distribute to its shareholders? A possible goal is to maximize the expectation of the discounted dividends before ruin of the company; a survey of the related literature can be found in Avanzi (2008). The question was first addressed by de Finetti (1957). In a model where the periodic gains of a company take on only the values $-1$ and $+1$, he showed that the optimal dividend strategy is a barrier strategy. In the classical model of risk theory, the surplus of a company at time $t$ (before dividends are introduced) is

$$u + ct - S(t), \quad t \geq 0.$$  \hspace{1cm} (1.1)

Here $u$ is the initial surplus, $c$ is the constant rate at which premiums are received, and $S(t)$ denotes the aggregate claims by time $t$. In this model, the optimal dividend strategy is not a barrier strategy in general, and finding it is a challenge; see, for example, Bühlmann (1970), Azcue and Muler (2005) and Schmidli (2008).
Avanzi et al (2007) consider the dual model. Now the surplus of the company at time \( t \) (before the introduction of dividends) is

\[
u - ct + S(t), \quad t \geq 0. \tag{1.2}\]

Here \( u \) is again the initial surplus, but \( c \) is the constant rate at which expenses occur and \( S(t) \) represents the aggregate gains.

Both (1.1) and (1.2) define collective models. The classical model (1.1) is appropriate when the occurrence of certain events results in a loss and the non-occurrence results in a gain. The dual model (1.2) seems appropriate when the occurrence of certain events results in a gain and the non-occurrence results in a loss. This is the case for a portfolio of life annuities, where the risk consists of survival and the event death leads to gains. Furthermore, the dual model seems appropriate for a company that specializes in inventions and discoveries.

In this paper we examine the dual model that is perturbed by diffusion. The surplus at time \( t \) is now

\[
u - ct + S(t) + \sigma W(t), \quad t \geq 0, \tag{1.3}\]

where \( \{S(t)\} \) is a compound Poisson process, with Poisson parameter \( \lambda \) and probability density function \( p(y), y \geq 0, \) of the individual gains and \( \{W(t)\} \) is a standard Wiener process that is independent of \( \{S(t)\} \). The diffusion term adds uncertainty to the expenses an brings the model a step closer to reality.

We shall assume that

\[
E[S(1)] - c > 0, \tag{1.4}
\]

that is, that the expected gain per unit time is positive. In the following, it will be denoted by the symbol \( \mu \).

In the dual model, the optimal dividend strategy is a barrier strategy. This follows essentially from a result found by Miyasawa (1962). He generalized the de Finetti model and assumed that the periodic gains of a company have the values \(-1, 0, +1, +2, +3, \ldots\). For this model he showed that the optimal dividend strategy is a barrier strategy. The continuous counterpart of this is a model where the surplus (before dividends) is a Lévy process with sample paths that are skip-free downwards. From Miyasawa’s result it follows by analogy that the optimal dividend strategy in the dual model is also a barrier strategy. A direct proof that the optimal strategy is a barrier strategy is of some interest but has not been given to our knowledge; the proof in Bayraktar and Egami (2008) is for exponential gains only.

The paper is organized as follows. In Section 2, for a given barrier \( b \), we consider \( V(u; b) \), the expected discounted value of the dividends until ruin, a function of the initial surplus \( u \). It is shown that \( V(u; b) \) can be characterized as the solution of a second order integro-differential equation in conjunction with two boundary conditions. In Section 3, we consider the special case where
the gains distribution is a mixture or a combination of exponential distributions. Then the integro-differential equation leads to a differential equation, and $V(u; b)$ can be obtained in a transparent way. Section 4 explains the more general method of Laplace transforms. This method is somewhat indirect: given the value of $V(b; b)$, the underlying value of $b$ is determined as a zero of a certain function. In Section 5, the optimal dividend barrier $b^*$ is introduced. It is shown that $V(b^*; b^*) = \mu / \delta$. This result is crucial for the determination of $b^*$ and $V(u^*; b^*)$ by the method of Laplace transforms. Furthermore, $b^*$ can be obtained as a zero of a certain determinant. In Section 6, a family of models is considered. The distribution of an individual gain is rescaled and the Poisson parameter is adjusted such that the expected gain per unit time is unchanged.

2. The value of a barrier strategy

Suppose that the dividends are paid according to a barrier strategy, say with parameter $b$. Whenever the surplus exceeds (or is about to exceed) the level $b$, the excess is paid out immediately as a dividend. Let $D(t)$ denote the aggregate dividends by time $t$. Then

$$D(t) = \max_{0 \leq \tau \leq t} (u - ct + S(\tau) + \sigma W(\tau) - b)_+, \quad (2.1)$$

and the (modified) surplus at time $t$ is

$$U(t) = u - ct + S(t) + \sigma W(t) - D(t). \quad (2.2)$$

Note that there are two kinds of dividends, single dividend payments when the surplus jumps beyond $b$, and a series of “small” payments due to the oscillating nature of the sample path when the surplus is at $b$. This is illustrated in Figure 1.

Let $V(u; b) = E\left[\int_0^T e^{-\delta \tau} dD(\tau)\right]$ denote the expectation of the discounted dividends until the time of ruin $T$ (when $U(t) = 0$ for the first time), where $\delta > 0$ is the force of interest to discount the dividends. Note that

$$V(u; b) = u - b + V(b; b), \quad u > b. \quad (2.3)$$

For $0 \leq u \leq b$, the function $V(u; b)$ is determined by the integro-differential equation

$$\frac{1}{2} \sigma^2 V''(u; b) - c V'(u; b) - (\lambda + \delta) V(u; b) + \lambda \int_0^{b-u} V(u + y; b) p(y) dy$$

$$+ \lambda \int_{b-u}^\infty (u + y - b) p(y) dy + \lambda V(b; b)[1 - P(b - u)] = 0, \quad (2.4)$$
in combination with the boundary conditions

\[ V(0; b) = 0 \]  

and

\[ V'(b^-; b) = 1. \]  

Equation (2.4) can be obtained by the following heuristic reasoning. Let \( 0 < u < b \) and consider an infinitesimal time interval of length \( dt \). Then by conditioning, we see that

\[
V(u; b) = e^{-(\lambda + \delta)dt} E[V(u - cdW + \sigma W(dt); b)] + \lambda dt \int_0^\infty V(u + y; b) p(y) dy. \]  

Noting that

\[
E[V(u - cdW + \sigma W(dt); b)] = V(u; b) - cV'(u; b)dt + \frac{1}{2} \sigma^2 V''(u; b)dt,
\]
we expand $e^{-\langle \lambda + \delta \rangle dt}$, subtract $V(u; b)$ on either side of (2.7), divide by $dt$ and let $dt \to 0$. This yields the equation

$$
\frac{1}{\delta} \sigma^2 V''(u; b) - c V'(u; b) - (\lambda + \delta) V(u; b) + \lambda \int_0^\infty V(u + y; b) p(y) dy = 0. \tag{2.9}
$$

From this and (2.3) we obtain the integro-differential equation (2.4).

Condition (2.5) is obvious: if $u = 0$, ruin is immediate, and no dividends can be paid. To understand condition (2.6), compare two situations, $u = b$ and $u = b - du$. In the second case, the surplus will reach the barrier after an instant (because of oscillation) and from thereon, the two sample paths will be the same. At this time, a dividend of $du$ will have been paid in the first case. It follows that

$$
V(b; b) = V(b - du; b) + du, \tag{2.10}
$$

which explains (2.6).

**Remark 2.1.** From (2.4) with $u = b$ and (2.6) we obtain the result that

$$
V(b; b) = \mu + \frac{1}{\delta} \sigma^2 V''(b - b), \tag{2.11}
$$

where $\mu$ is given by (1.4).

**Remark 2.2.** Model (1.2) is in a sense the limit of model (1.3) if $\sigma \to 0$. For example, (2.4) with $\sigma = 0$ is (2.3) in Avanzi et al (2007). But not any formula for model (1.3) yields a valid formula in model (1.2), if we set $\sigma = 0$. For example, formula (2.6) is not valid in model (1.2). And, if we set $\sigma = 0$ in (2.11), we seem to get $V(b; b) = \mu/\delta$, which is not true for arbitrary $b$.

3. Mixtures of exponential gains distributions

Suppose that

$$
p(y) = \sum_{i=1}^n A_i \beta_i e^{-\beta_i y}, \quad y > 0, \tag{3.1}
$$

where $\beta_1 < \beta_2 < \ldots < \beta_n$, $A_i > 0$, and $A_1 + \ldots + A_n = 1$. We show how $V(u; b)$ can be computed, and some light will be shed on the limit $\sigma \to 0$, that is, how $V(u; b)$ is obtained as a limit when model (1.3) is replaced by model (1.2).

To obtain $V(u; b)$, we generalize the calculations in Avanzi et al (2007, Section 4), which is why details are omitted. In (2.4), we replace the integration variable $y$ by $x = u + y$ and apply the operator
\[
\left( \frac{d}{du} - \beta_1 \right) \left( \frac{d}{du} - \beta_2 \right) \cdots \left( \frac{d}{du} - \beta_n \right)
\]
to the resulting equation, to see that \( V(u; b) \) satisfies a linear homogeneous differential equation (with constant coefficients) of order \( n + 2 \). Thus
\[
V(u; b) = \sum_{k=0}^{n+1} C_k e^{\epsilon_k u}, \quad 0 \leq u \leq b.
\] (3.2)

Upon substitution in (2.4) we see that \( r_0, r_1, \ldots, r_{n+1} \) are the solutions of the equation
\[
\frac{1}{2} \sigma^2 \xi^2 - c\xi - (\lambda + \delta) + \lambda \sum_{i=1}^{n} A_i \frac{\beta_i}{\beta_i - \xi} = 0,
\] (3.3)
which is equivalent to a polynomial equation of degree \( n + 2 \). One can show that
\[
r_0 < 0 < r_1 < \beta_1 < \ldots < r_n < \beta_n < r_{n+1}.
\] (3.4)

Furthermore, the coefficients \( C_k = C_k(b) \) satisfy the equations
\[
\sum_{k=0}^{n+1} C_k \frac{r_k}{\beta_i - r_k} e^{\epsilon_k b} = \frac{1}{\beta_i}, \quad i = 1, \ldots, n.
\] (3.5)

Finally, from conditions (2.5) and (2.6) we gather that
\[
\sum_{k=0}^{n+1} C_k = 0,
\] (3.6)
\[
\sum_{k=0}^{n+1} C_k r_k e^{\epsilon_k b} = 1.
\] (3.7)

Equations (3.5)-(3.7) constitute a system of \( n + 2 \) linear equations to determine \( C_0, C_1, \ldots, C_{n+1} \).

**Illustration 3.1.** For Table 1, it is assumed that \( b = 10, p(y) = e^{-y}, \lambda = 1, c = 0.75 \) and \( \delta = 0.005 \). The coefficients \( r_0, r_1, r_2 \) are the solutions of (3.3), and \( C_0, C_1, C_2 \) are the solutions of (3.5)-(3.7). In these examples, \( C_2 \) is close to 0, which explains why \( C_0 = -C_1 - C_2 \) is close to \(-C_1 \). The table exhibits \( V(8; 10) \) and \( V(u; 10) \) with its three components. We note that \( V(8; 10) \) is a decreasing function of \( \sigma \). For the last line (\( \sigma = 0 \)), the formulas (4.7), (4.10) and (4.11) in Avanzi et al (2007) are applied.
Of course \( V(u; 10) \) for \( s = 0 \) must be the limit of \( V(u; 10) \) if \( s \to 0 \). Table 1 illustrates the mechanism of this limit. For \( s \to 0 \), \( r_0 \), \( r_1 \), \( C_0 \) and \( C_1 \) converge to the corresponding values in the model without diffusion (last line). In contrast, \( C_2 \) tends to 0 and \( r_2 \) to \( \infty \) such that the third component of \( V(u; 10) \), \( C_2 e^{r_2 u} \), tends to 0.

### 4. The Method of Laplace Transforms

The method to calculate \( V(u; b) \) presented in the preceding section is limited to mixtures or (with some adjustments) combinations of exponential gains distributions. In this section we develop a more general method.

To convert the first integral in (2.4) into a convolution integral, we replace the variable \( u \) by \( z = b - u \), the distance between the dividend barrier and the surplus. The function \( W(z; b) \) is defined as

\[
W(z; b) = V(b - z; b), \quad 0 \leq z \leq b. \tag{4.1}
\]

Note that

\[
W(b; b) = 0 \tag{4.2}
\]

and

\[
W'(0; b) = -1 \tag{4.3}
\]

by (2.5) and (2.6). The integro-differential equation (2.4) becomes

\[
\frac{1}{2} \sigma^2 W''(z; b) + c W'(z; b) - (\lambda + \delta) W(z; b) + \lambda \int_0^z W(z - y; b) p(y) \, dy
+ \lambda \int_z^\infty (y - z) p(y) \, dy + \lambda W(0; b) [1 - P(z)] = 0. \tag{4.4}
\]
This equation is valid for $0 \leq z \leq b$. However, the key is to consider this equation for all values $z \geq 0$. The resulting function is denoted by $w(z), z \geq 0$. Let

$$
\hat{f}(\xi) = \int_0^\infty e^{-\xi x} f(x) \, dx
$$

denote the Laplace transform of a function $f(x), x \geq 0$. Taking Laplace transforms in the equation for $w(z)$, we obtain a linear equation for $\hat{w}(\xi)$. Its solution is

$$
\hat{w}(\xi) = \frac{\frac{1}{2} \sigma^2 \left[ -1 + \xi w(0) \right] + c w(0) + \frac{\sigma}{\xi} w(0) \left[ \hat{p}(\xi) - 1 \right] - \frac{\lambda}{\xi} \left[ \hat{p}(\xi) - 1 - \xi \hat{p}'(0) \right]}{\frac{1}{2} \sigma^2 + c \xi - (\lambda + \delta) + \lambda \hat{p}(\xi)}.
$$

(4.5)

This leads us to the following indirect method of calculating $V(u; b)$. For given $w(0) = V(b; b)$ we invert $\hat{w}(\xi)$ to obtain $w(z)$. Then according to (4.2), $b$ is the value of $z$ for which $w(z) = 0$, and

$$
V(u; b) = w(b - u), \quad 0 \leq u \leq b.
$$

(4.6)

Because $V(b; b)$ is an increasing function of $b$, $w(0)$ can be any value less than

$$
m = \lim_{b \to \infty} V(b; b).
$$

(4.7)

A closed form expression for $m$ is available. Consider the denominator in (4.5). It is negative for $\xi = 0$, tends to infinity for $\xi \to \infty$, and its second derivative is positive for $\xi > 0$. It follows that the denominator in (4.5) has a unique positive zero, which is denoted by $\rho$. Thus

$$
\frac{1}{2} \sigma^2 \rho^2 + c \rho - (\lambda + \delta) + \lambda \hat{p}(\rho) = 0.
$$

(4.8)

The function $\hat{w}(\xi)$ has a pole at $\xi = \rho$ unless the numerator in (4.5) vanishes at $\xi = \rho$. Now consider the case $w(0) = m$. Then $\hat{w}(\xi)$ must not have a pole, and we conclude that the numerator in (4.5) vanishes at $\xi = \rho$, which leads to

$$
m = \frac{1}{\rho} \frac{\frac{1}{2} \sigma^2 \rho^2 + \lambda \left[ \hat{p}(\rho) - 1 - \rho \hat{p}'(0) \right]}{\frac{1}{2} \sigma^2 \rho^2 + c \rho - \lambda \left[ 1 - \hat{p}(\rho) \right]}.
$$

(4.9)

Because of (1.4) and (4.8), the numerator simplifies to $\delta + \rho \mu$, and the denominator simplifies to $\delta$. Thus

$$
m = \frac{\delta + \rho \mu}{\rho \delta} = \frac{1}{\rho} \frac{\mu}{\delta}.
$$

(4.10)
For $s = 0$, an equivalent result was found by Pafumi (1998); see also Avanzi et al (2007).

**Remark 4.1.** If the gains distribution is of the form (3.1), the zeros of the denominator in (4.5) are $-r_0, -r_1, \ldots, -r_{n+1}$; see (3.3). In particular, $\rho = -r_0$.

**Remark 4.2.** An integro-differential equation like (4.4) appears in the classical model in a different context. As in Gerber and Landry (1998), suppose that the surplus process (1.1) is perturbed by a diffusion. Let $\phi(u)$ denote the expectation of a discounted penalty at ruin, considered a function of the initial surplus $u$. If the penalty consists of the sum of a constant amount $\phi(0)$ and the deficit at ruin, the function $\phi(u)$ satisfies the same integro-differential equation as the function $w(z)$. But the solutions are different. In one case, the equation must be combined with the boundary condition $w'(0) = -1$, in the other with the condition that $\phi(u)$ is bounded.

**Illustration 4.1.** The procedure is illustrated for five different gains distributions, a mixture of two exponential distributions, an exponential distribution, a combination of exponential distributions, the gamma distribution with parameters $\alpha = \beta = 2$, and the gamma distribution with parameters $\alpha = \beta = 7.3$. The Laplace transforms of $p(y)$ are shown on the left of Table 2 and the following tables. Note that the mean of each distribution is one, while the variance decreases from $5/4$ in the first line to $1/7.3$ in the fifth line. Throughout, $\lambda = 1$, $c = 0.5$ and $\delta = 0.002$ such that $\mu = 0.5$.

<table>
<thead>
<tr>
<th>$\hat{p}(\xi)$</th>
<th>$\sigma = 2^5$</th>
<th>$\sigma = 2^2$</th>
<th>$\sigma = 2$</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 2^{-2}$</th>
<th>$\sigma = 2^{-5}$</th>
<th>$\sigma = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{3} + \frac{2}{3} + \frac{2}{3} + \frac{4/5}{4/5 + \xi}$</td>
<td>96.576</td>
<td>38.166</td>
<td>18.829</td>
<td>9.939</td>
<td>5.139</td>
<td>4.635</td>
<td>4.626</td>
</tr>
<tr>
<td>$\frac{3}{2 + \xi}$</td>
<td>96.576</td>
<td>37.944</td>
<td>18.509</td>
<td>9.645</td>
<td>4.900</td>
<td>4.400</td>
<td>4.391</td>
</tr>
<tr>
<td>$\frac{3}{3 + \xi} + \frac{3}{3 + \xi}$</td>
<td>96.575</td>
<td>37.517</td>
<td>17.848</td>
<td>8.988</td>
<td>4.327</td>
<td>3.829</td>
<td>3.821</td>
</tr>
<tr>
<td>$\left(\frac{2}{2 + \xi}\right)^2$</td>
<td>96.575</td>
<td>37.463</td>
<td>17.768</td>
<td>8.915</td>
<td>4.275</td>
<td>3.780</td>
<td>3.771</td>
</tr>
<tr>
<td>$\left(\frac{7.3}{7.3 + \xi}\right)^7$</td>
<td>96.573</td>
<td>37.091</td>
<td>17.165</td>
<td>8.316</td>
<td>3.810</td>
<td>3.330</td>
<td>3.322</td>
</tr>
</tbody>
</table>

We choose $w(0) = 100$. This value is admissible, because $100 < 250 = \frac{\mu}{\beta} < m$ by (4.10). Table 2 shows $b$, the zero of $w(z)$. It appears that $b$ increases with $\sigma$ and with the variance of the gains distribution.
With Maple or Mathematica, the inversion of \( \hat{w}(\xi) \) works well if \( \hat{p}(\xi) \) is a rational function. For the fifth example, \( \hat{p}(\xi) \) is not a rational function. To facilitate the inversion, \( \hat{p}(\xi) \) was replaced by

\[
\left( \frac{1}{1 + v} \right)^7 \left( \frac{1}{1 + (1 - 7v)\xi} \right),
\]

which is a rational function of \( \xi \). Here \( v \) is determined by the requirement that the variance of the approximating distribution is \( 1/7.3 \), the variance of the original distribution. This is the requirement that

\[
7v^2 + (1 - 7v)^2 = \frac{1}{7.3}.
\]

Hence, \( v = 1/7.172 \). This method is based on interpolation between successive Erlang distributions; see Avanzi et al (2007).

5. The optimal dividend barrier

We denote by \( b^* \) the optimal value of \( b \), that is the value of \( b \) which maximizes \( V(u; b) \) for given value of \( u \). Thus

\[
\frac{\partial V(u; b)}{\partial b} \bigg|_{b = b^*} = 0.
\]

We shall show how \( b^* \) and \( V(u, b^*) \) can be calculated.

If we differentiate the identity (2.6), we obtain another identity:

\[
V''(b^-; b) + \frac{\partial^2 V(u; b)}{\partial u \partial b} \bigg|_{u = b^-} = 0.
\]

For \( b = b^* \), the second term vanishes because of (5.1). It follows that

\[
V''(b^*--; b^*) = 0.
\]

The interpretation is as follows. From (2.6) and (2.3) we see that the function \( V(u; b) \) is continuously differentiable at the junction \( u = b \). Now (5.3) shows that \( V(u, b^*) \) is twice continuously differentiable at \( u = b^* \). Such a result is known as a high contact or smooth pasting condition for optimality.

Because \( V(b; b) \) increases from 0 to \( m \) as \( b \) goes from 0 to \( \infty \), it follows from (2.11) and (4.10) that \( \frac{1}{\sigma^2} V''(b--; b) \) increases from \( -\mu \) to \( \delta/\rho \) as \( b \) goes from 0 to \( \infty \). Thus \( b^* \) can be characterized as the unique and positive zero of the function \( V''(b--; b) \).
From (5.3) and (2.11) with $b = b^*$, we conclude that

$$V(b^*; b^*) = \frac{\mu}{\delta}. \tag{5.4}$$

For the pure diffusion model, such a result has been obtained by Gerber (1972). For model (1.2) it has been found by Avanzi et al (2007).

Formula (5.4) is crucial for implementing the method of Laplace transforms described in Section 4. Formula (5.4) is equivalent to $W(0; b^*) = \mu/\delta$. Thus we proceed as follows. In (4.5) we set $w(0) = \mu/\delta$ and obtain the function $w(z)$ by inversion of its Laplace transform. Then $b^*$ is the zero of $w(z)$, and

$$V(u; b^*) = w(b^* - u), \quad 0 \leq z \leq b^*. \tag{5.5}$$

**TABLE 3**

<table>
<thead>
<tr>
<th>$\hat{p}(\zeta)$</th>
<th>$\sigma = 2^5$</th>
<th>$\sigma = 2^2$</th>
<th>$\sigma = 2$</th>
<th>$\sigma = 2^{-2}$</th>
<th>$\sigma = 2^{-5}$</th>
<th>$\sigma = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{3^2 + \zeta} + \frac{2}{3} \frac{4/5}{4/5 + \zeta}$</td>
<td>240.320</td>
<td>87.772</td>
<td>42.283</td>
<td>22.351</td>
<td>11.948</td>
<td>10.879</td>
</tr>
<tr>
<td>$\frac{1}{1 + \zeta}$</td>
<td>240.317</td>
<td>87.203</td>
<td>41.476</td>
<td>21.597</td>
<td>11.327</td>
<td>10.269</td>
</tr>
<tr>
<td>$\frac{3}{\sqrt{2 + \zeta} - \frac{3}{3 + \zeta}}$</td>
<td>240.313</td>
<td>86.126</td>
<td>39.849</td>
<td>19.972</td>
<td>9.891</td>
<td>8.841</td>
</tr>
<tr>
<td>$(\frac{2}{\sqrt{2 + \zeta}})^2$</td>
<td>240.313</td>
<td>85.990</td>
<td>39.649</td>
<td>19.788</td>
<td>9.756</td>
<td>8.871</td>
</tr>
<tr>
<td>$(\frac{7.3}{\sqrt{7.3 + \zeta}})^{7.3}$</td>
<td>240.310</td>
<td>85.062</td>
<td>38.188</td>
<td>18.323</td>
<td>8.584</td>
<td>7.577</td>
</tr>
</tbody>
</table>

**TABLE 4**

<table>
<thead>
<tr>
<th>$\hat{p}(\zeta)$</th>
<th>$\sigma = 2^5$</th>
<th>$\sigma = 2^2$</th>
<th>$\sigma = 2$</th>
<th>$\sigma = 2^{-2}$</th>
<th>$\sigma = 2^{-5}$</th>
<th>$\sigma = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{3^2 + \zeta} + \frac{2}{3} \frac{4/5}{4/5 + \zeta}$</td>
<td>2.2</td>
<td>21.5</td>
<td>64.1</td>
<td>127.8</td>
<td>195.9</td>
<td>204.3</td>
</tr>
<tr>
<td>$\frac{1}{1 + \zeta}$</td>
<td>2.2</td>
<td>21.7</td>
<td>65.8</td>
<td>132.1</td>
<td>201.5</td>
<td>209.8</td>
</tr>
<tr>
<td>$\frac{3}{\sqrt{2 + \zeta} - \frac{3}{3 + \zeta}}$</td>
<td>2.2</td>
<td>22.2</td>
<td>69.4</td>
<td>141.9</td>
<td>214.2</td>
<td>222.1</td>
</tr>
<tr>
<td>$(\frac{2}{\sqrt{2 + \zeta}})^2$</td>
<td>2.2</td>
<td>22.3</td>
<td>69.8</td>
<td>143.1</td>
<td>215.4</td>
<td>223.2</td>
</tr>
<tr>
<td>$(\frac{7.3}{\sqrt{7.3 + \zeta}})^{7.3}$</td>
<td>2.2</td>
<td>22.7</td>
<td>73.3</td>
<td>152.8</td>
<td>225.2</td>
<td>232.0</td>
</tr>
</tbody>
</table>
Illustration 5.1. We continue the numerical examples of Section 4. To obtain the optimal dividend barrier \( b^* \), it suffices to set \( w(0) = \mu / \delta = 250 \). Then \( b^* \) is the zero of \( w(z) \). Table 3 shows the optimal dividend barrier \( b^* \), and Table 4 shows \( V(2; b^*) \), the maximal expected value of the discounted dividends, if the initial surplus is 2.

Remark 5.1. In Section 3 it was assumed that the gains distribution is a mixture of exponential distributions. In this case, the optimal dividend barrier \( b^* \) can be obtained more directly as a solution of an implicit equation. From (5.1) and (3.2) it follows that

\[
C'_k(b^*) = 0, \quad k = 0, 1, \ldots, n + 1. \quad (5.6)
\]

Now we differentiate (3.5) and (3.7) with respect to \( b \), set \( b = b^* \) and use (5.6) to see that

\[
\sum_{k=0}^{n+1} C_k(b^*) \frac{r_k^2}{\beta_i - r_k} e^{r_k b^*} = 0, \quad i = 1, \ldots, n, \quad (5.7)
\]

and

\[
\sum_{k=0}^{n+1} C_k(b^*) r_k^2 e^{r_k b^*} = 0. \quad (5.8)
\]

Together with (3.6), (5.7) and (5.8) constitute a homogeneous system of \( n + 2 \) linear equations for \( C_0(b^*), C_1(b^*), \ldots, C_{n+1}(b^*) \). It follows that the determinant of the coefficient matrix of this system must vanish. For example, for \( n = 1 \), this is the condition that

\[
\begin{vmatrix}
\frac{r_0^2}{\beta - r_0} e^{r_0 b^*} & \frac{r_1^2}{\beta - r_1} e^{r_1 b^*} & \frac{r_2^2}{\beta - r_2} e^{r_2 b^*} \\
\frac{r_0 e^{r_0 b^*}}{r_0 e^{r_0 b^*}} & \frac{r_1 e^{r_1 b^*}}{r_1 e^{r_1 b^*}} & \frac{r_2 e^{r_2 b^*}}{r_2 e^{r_2 b^*}} \\
1 & 1 & 1
\end{vmatrix} = 0. \quad (5.9)
\]

Solving the determinant equation is an alternative to solving the equation \( w(b^*) = 0 \) after inversion of \( \hat{w}(\xi) \) with \( w(0) = \mu / \delta \).

6. Rescaling with Compensation

In this section we consider a family of models. The distribution of an individual gain is rescaled, and the Poisson parameter is adjusted such that the expected gain per unit time is unchanged.
Without loss of generality, we assume that the original probability density function $p(x)$ has mean one. For $\varphi > 0$, we introduce

$$p_{\varphi}(x) = \varphi p(\varphi x), \quad x > 0,$$

which has mean $1/\varphi$. Note that

$$\hat{p}_{\varphi}(\xi) = \hat{p}(\xi/\varphi).$$

The Poisson parameter is set to be $\varphi$, so that the expected gain per unit time is one, independently of $\varphi$. Furthermore, $0 < c < 1$ and $\mu = 1 - c$ do not depend on $\varphi$.

We consider two limits. For $\varphi \to \infty$, $S(t) \to t$ and hence the process (1.3) becomes the Wiener process with drift $\mu$ and variance per unit time $\sigma^2$. For this case, explicit results are available, in particular

$$V(u; b) = \frac{e^{r_1u} - e^{r_0u}}{r_1 e^{r_1b} - r_0 e^{r_0b}},$$

and

$$b^* = \frac{1}{r_1 - r_0} \ln \frac{r_0^2}{r_1^2},$$

where $-r_0$ and $-r_1$ are the zeros of the denominator in (4.5) with $\lambda = 0$; see, for example, Gerber and Shiu (2004).

Now we consider the limit $\varphi \to 0$. It is clear that the probabilistic model (1.3) does not make sense in the limit. Nevertheless, quantities of interest such as $b^*$ and $V(u; b^*)$ have limiting values, which could be used as bounds or estimators in extreme situations where the gains are big but rare. To determine these values, we start with the limit of the Laplace transform of $w(z)$. From (4.5) we see that the limit for $\varphi \to 0$ is

$$\hat{w}(\xi) = \frac{\frac{1}{2} \sigma^2 [-1 + \xi w(0)] + c w(0) - \frac{1}{\xi}}{\frac{1}{2} \sigma^2 \xi^2 + c \xi - \delta}.$$

For $w(0) = \mu/\delta$, this can be written as

$$\hat{w}(\xi) = \frac{\mu}{\delta} \cdot \frac{1}{\xi} - \frac{\frac{1}{2} \sigma^2 + \frac{c}{\xi}}{\frac{1}{2} \sigma^2 \xi^2 + c \xi - \delta}.$$

$$= \frac{\mu}{\delta} \cdot \frac{1}{\xi} - \frac{\xi + \alpha}{\xi (\xi + r_0)(\xi + r_2)}.$$
where \( \alpha = \frac{2c}{\sigma^2} \) and \(-r_0, -r_2\) are the zeros of the denominator in (6.3). Applying the method of partial fractions, we obtain

\[
\hat{w} (\xi) = \frac{\mu}{\delta} \cdot \frac{1}{\xi} - \frac{C_0}{\xi + r_0} - \frac{C_1}{\xi} - \frac{C_2}{\xi + r_2}
\]  
(6.5)

with

\[
C_0 = \frac{r_0 - \alpha}{r_0 (r_2 - r_0)}, \quad C_1 = \frac{\alpha}{r_0 r_2}, \quad C_2 = \frac{r_2 - \alpha}{r_2 (r_0 - r_2)}.
\]  
(6.6)

Note that \( C_0 + C_1 + C_2 = 0 \). From (6.5) it follows that

\[
w (z) = \frac{\mu}{\delta} - (C_0 e^{-r_0 z} + C_1 + C_2 e^{-r_2 z}).
\]  
(6.7)

Now the limiting value of \( b^* \) is determined from the condition that \( w(b^*) = 0 \), and \( V(u; b^*) = w(b^* - u) \).

**Illustration 6.1.** Assume that \( p(x) = e^{-x} \), that is \( p_\phi (x) = \varphi e^{-\varphi x} \), and suppose that \( c = 0.75, \sigma = 0.5, \) and \( \delta = 0.005 \). Thus \( \mu = 0.25 \) and \( V(b^*; b^*) = 50 \). Table 5 shows \( b^* \), \( V(4; b^*) \), and also \( r_0, r_1, r_2 \) as functions of \( \varphi \). For \( 0 < \varphi < \infty \), the calculations are based on the formulas of Section 3 with \( n = 1 \). The first and last lines exhibit the limiting values discussed in this section. We note that \( b^* \) is decreasing in \( \varphi \) and that \( V(4; b^*) \) is increasing in \( \varphi \). For large values of \( \varphi \), \( b^* \) is close to 4. This explains why \( V(4; b^*) \) is close to \( V(b^*; b^*) = 50 \).
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