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Abstract

In the present paper we propose a multivariate version of the chain–ladder method. The multivariate chain–ladder method is based on a stochastic model which is a multivariate version of the model of Schnaus. It is suitable for portfolios consisting of subportfolios with a certain dependence structure and resolves in a certain sense the problem of non–additivity of the univariate chain–ladder method.

1 Introduction

The chain–ladder method is a widely used method of loss reserving which can be modified and generalized in various ways; see Radtke and Schmidt [2004] for a survey of various methods of loss reserving and underlying stochastic models.

The chain–ladder method applies to a single run–off triangle and it is well–known that the chain–ladder predictors of the non–observable (future) aggregate claims of a portfolio consisting of several subportfolios differ, except for unrealistic special cases, from the respective sums of the chain–ladder predictors of the non–observable aggregate claims of the sub–portfolios; see Ajne [1994].

The reason for the non–coincidence of the chain–ladder predictors of sums and the sums of chain–ladder predictors has its origin in the univariate character of the chain–ladder method which neglects the dependence structure existing between the sub–portfolios of a portfolio.

In a recent paper published in this journal, Braun [2004] has proposed a bivariate stochastic model for loss reserving which extends the univariate model of Mack [1993] and takes into account correlation between two subportfolios of a portfolio. In the spirit of Mack [1993], Braun [2004] used his model as a foundation for the construction of estimators of the prediction errors of the univariate chain–ladder predictors, but he did not use his model to replace the univariate chain–ladder predictors by bivariate ones reflecting the correlation structure.
In the present paper, we propose a multivariate model which extends the univariate model of Schnaus, presented in Schmidt and Schnaus [1996], and the bivariate model of Braun [2004]. Under the assumptions of this model, we deduce multivariate chain–ladder predictors which are suitable for portfolios consisting of subportfolios with a certain dependence structure, which are optimal with respect to an essentially classical optimality criterion, and which resolve in a certain sense the problem of non–additivity of the univariate chain–ladder method.

Throughout this paper, let \((\Omega, \mathcal{F}, P)\) be a probability space on which all random variables are defined. We assume that all random variables are square integrable and that all random vectors and random matrices have square integrable coordinates. Moreover, all equalities and inequalities involving random variables are understood to hold almost surely with respect to the probability measure \(P\).

2 Univariate Chain–Ladder Prediction

In the present section we consider a single portfolio which is described by a family \(\{S_{i,k}\}_{i,k\in\{0,1,\ldots,n\}}\) of random variables. We interpret \(S_{i,k}\) as the aggregate claim size of accident year \(i\) and development year \(k\) and we assume that \(S_{i,k}\) is observable for calendar year \(i+k\leq n\) and non–observable for calendar year \(i+k>n\). Then the observable claim sizes can be represented by the following run–off triangle:

<table>
<thead>
<tr>
<th>Accident Year</th>
<th>Development Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>n–k</td>
<td>n–k</td>
</tr>
<tr>
<td>n–1</td>
<td>n–1</td>
</tr>
<tr>
<td>n</td>
<td>n</td>
</tr>
</tbody>
</table>

We assume henceforth that each of the random variables \(S_{i,k}\) is strictly positive.

For \(i \in \{0,1,\ldots,n\}\) and \(k \in \{1,\ldots,n\}\), the random variable

\[
F_{i,k} := \frac{S_{i,k}}{S_{i,k-1}}
\]

is said to be the individual development factor of accident year \(i\) and development year \(k\).
We can now define the \textit{univariate chain–ladder method}:

\textbf{Univariate Chain–Ladder Method:} \textit{The univariate chain–ladder method is defined by letting}

\[
S_{i,n-i}^{\text{CL}} := S_{i,n-i}
\]

\textit{as well as}

\[
F_{k}^{\text{CL}} := \sum_{j=0}^{n-k} \frac{S_{j,k-1}}{\sum_{h=0}^{n-k} S_{h,k-1}} F_{j,k}
\]

\textit{and}

\[
S_{i,k}^{\text{CL}} := S_{i,k-1}^{\text{CL}} F_{k}^{\text{CL}}
\]

\textit{for all } \(i, k \in \{1, \ldots, n\} \text{ such that } i + k > n.\)

The random variables \(F_{k}^{\text{CL}}\) and \(S_{i,k}^{\text{CL}}\) are said to be the \textit{univariate chain–ladder factor} of development year \(k\) and the \textit{univariate chain–ladder predictor} of the aggregate claim size \(S_{i,k}\) of accident year \(i\) and development year \(k\), respectively.

The univariate chain–ladder method is an algorithm which can be justified by various stochastic models and suitable optimality criteria. In particular, since each of the chain–ladder factors is a weighted mean of the observable individual development factors of the same development year, one may consider the question whether the weights used in the definition of the chain–ladder factors are optimal in some sense.

One of the models justifying the chain–ladder method is the model of Schnaus which is presented in Schmidt and Schnaus [1996] and extends the model of Mack [1993]. In Schmidt and Schnaus [1996] it is shown that the chain–ladder predictors for the aggregate claim sizes of the first non–observable calendar year \(n + 1\) are indeed optimal under the assumptions of the model of Schnaus and with respect to a quite natural optimality criterion. Optimality of the chain–ladder predictors for the aggregate claim sizes of subsequent non–observable calendar years is studied in Schmidt [1997, 1999].

\section{Multivariate Chain–Ladder Prediction}

In the present section we consider \(m \in \mathbb{N}\) portfolios all having the same number of development years. The \(m\) portfolios may be interpreted as subportfolios of an aggregate portfolio.
For portfolio $p \in \{1, \ldots, m\}$, we denote by
\[ S_{i,k}^{(p)} \]
the aggregate claim size of accident year $i \in \{0, 1, \ldots, n\}$ and development year $k \in \{0, 1, \ldots, n\}$ and we denote by
\[ F_{i,k}^{(p)} \]
the individual development factor of accident year $i \in \{0, 1, \ldots, n\}$ and development year $k \in \{1, \ldots, n\}$.

For $i, k \in \{0, 1, \ldots, n\}$ we thus obtain the $m$–dimensional random vector of aggregate claims
\[ S_{i,k} \]
and for $i \in \{0, 1, \ldots, n\}$ and $k \in \{1, \ldots, n\}$ we obtain the $m$–dimensional random vector of individual development factors
\[ F_{i,k} \]

The observable aggregate claim size vectors are represented by the following run–off triangle:

<table>
<thead>
<tr>
<th>Accident Year</th>
<th>Development Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0, 1, ... k, n-i, n-1, n</td>
</tr>
<tr>
<td>1</td>
<td>S_{0,0}, S_{0,1}, ... S_{0,k}, S_{0,n-i}, S_{0,n-1}, S_{0,n}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>i</td>
<td>S_{i,0}, S_{i,1}, ... S_{i,k}, S_{i,n-i}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>n-k</td>
<td>S_{n-k,0}, S_{n-k,1}, ... S_{n-k,k}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>n-1</td>
<td>S_{n-1,0}, S_{n-1,1}</td>
</tr>
<tr>
<td>n</td>
<td>S_{n,0}</td>
</tr>
</tbody>
</table>

We assume henceforth that all coordinates of each of the vectors $S_{i,k}$ are strictly positive.

For a smooth definition of the multivariate chain–ladder method, it is convenient to represent the random vectors $S_{i,k}$ by the diagonal matrices
\[ \Delta_{i,k} := \text{diag}(S_{i,k}) \]
Then we have $S_{i,k} = \Delta_{i,k} 1$ for all $i, k \in \{0, 1, \ldots, n\}$, where $1$ is the vector in $\mathbb{R}^m$ with all coordinates being equal to $1$, and we also have
\[ S_{i,k} := \Delta_{i,k-1} F_{i,k} \]
for all $i \in \{0, 1, \ldots, n\}$ and $k \in \{1, \ldots, n\}$.

For $k \in \{0, 1, \ldots, n-1\}$ let $\mathcal{G}_k$ denote the $\sigma$–algebra generated by the family $\{S_{i,l} \mid i \in \{0, 1, \ldots, n\}, l \in \{0, 1, \ldots, k-1\}\}$.
While the univariate chain–ladder method can be defined as an algorithm without an underlying stochastic model, the multivariate chain–ladder method presented below is based on a stochastic model which

- in the case \( m = 1 \) is the model of Schnaus presented in Schmidt and Schnaus [1996] and hence extends the model of Mack [1993] and
- in the case \( m = 2 \) extends the model of Braun [2004]; see Section 6 for further details.

For \( k \in \{0, 1, \ldots, n-1\} \), let

\[ \mathcal{G}_k \]

denote the \( \sigma \)-algebra generated by the family \( \{S_{i,l}\}_{i \in \{0,1,\ldots,n\}, l \in \{0,1,\ldots,k-1\}} \).

We can now introduce the multivariate model of Schnaus:

**The Multivariate Model of Schnaus:**

(i) For each \( k \in \{1, \ldots, n\} \), there exists a \( \mathcal{G}_{k-1} \)-measurable random vector \( \Phi_k \) such that

\[ E^\mathcal{G}_{k-1}(S_{i,k}) = \Delta_{i,k-1} \Phi_k \]

holds for all \( i \in \{0, 1, \ldots, n\} \).

(ii) For each \( k \in \{1, \ldots, n\} \), there exists a \( \mathcal{G}_{k-1} \)-measurable random matrix \( \Sigma_k \) which is symmetric and positive definite such that

\[ \text{Cov}^\mathcal{G}_{k-1}(S_{i,k}, S_{j,k}) = \begin{cases} \Delta_{i,k-1}^{1/2} \Sigma_k \Delta_{i,k-1}^{1/2} & \text{if } i = j \\ O & \text{if } i \neq j \end{cases} \]

holds for all \( i, j \in \{0, 1, \ldots, n\} \).

Under the assumptions of the multivariate model of Schnaus, we have

\[ E^\mathcal{G}_{k-1}(F_{i,k}) = \Phi_k \]

and

\[ \text{Cov}^\mathcal{G}_{k-1}(F_{i,k}, F_{j,k}) = \begin{cases} \Delta_{i,k-1}^{-1/2} \Sigma_k \Delta_{i,k-1}^{-1/2} & \text{if } i = j \\ O & \text{if } i \neq j \end{cases} \]

The following result is evident from the first part of Theorem 7.2 below:

**3.1 Theorem.** Assume that the assumptions of the multivariate model of Schnaus are fulfilled. Then, for each \( k \in \{1, \ldots, n\} \), the random vector

\[ F^\text{CL}_k := \left( \sum_{j=0}^{n-k} \Delta_{j,k-1}^{1/2} \Sigma_k^{-1} \Delta_{j,k-1}^{1/2} \right)^{-1} \sum_{j=0}^{n-k} \Delta_{j,k-1}^{1/2} \Sigma_k^{-1} \Delta_{j,k-1}^{1/2} F_{j,k} \]
satisfies $E_{G_{k-1}}(F_{k}^{CL}) = E_{G_{k-1}}(F_{i,k})$ for all $i \in \{0, 1, \ldots, n\}$ and is the unique random vector which, for each $i \in \{0, \ldots, n\}$ such that $i+k > n$, minimizes the conditional expected squared prediction error

$$E_{G_{k-1}}\left(\left(F_{i,k} - Y\right)\left(F_{i,k} - Y\right)\right)$$

over all $m$-dimensional random vectors $Y$ satisfying

$$Y = \sum_{j=0}^{n-k} W_{j,k} F_{j,k}$$

with $G_{k-1}$-measurable random matrices $W_{0,k}, \ldots, W_{n-k,k}$ such that $\sum_{j=0}^{n-k} W_{j,k} = I$.

The random vector $F_{k}^{CL}$ given by Theorem 3.1 is said to be the multivariate chain–ladder factor for development year $k \in \{1, \ldots, n\}$. In the case $m = 1$ it coincides with the usual (univariate) chain–ladder factor for development year $k$.

In the following result we change the point of view by looking at accident year $i \in \{1, \ldots, n\}$ instead of development year $k \in \{1, \ldots, n\}$. In accident year $i$, the last observable vector of aggregate claims is $S_{i,n-i}$ and the first problem is to predict the first non–observable vector of aggregate claims $S_{i,n-i+1}$. These vectors are related by the identity

$$S_{i,n-i+1} = \Delta_{i,n-i} F_{i,n-i+1}$$

It is therefore not too surprising that the best predictor of $S_{i,n-i+1}$ is obtained by replacing the vector of individual chain ladder factors $F_{i,n-i+1}$ in the previous identity by its best predictor given by Theorem 3.1:

**3.2 Corollary.** Assume that the assumptions of the multivariate model of Schnaus are fulfilled. Then, for each $i \in \{1, \ldots, n\}$, the random vector

$$S_{i,n-i+1}^{CL} := \Delta_{i,n-i} \left( \sum_{j=0}^{i-1} \Delta_{j,n-i}^{1/2} \Sigma_{n-i+1}^{1/2} \Delta_{j,n-i}^{1/2} \right)^{-1} \sum_{j=0}^{i-1} \Delta_{j,n-i}^{1/2} \Sigma_{n-i+1}^{1/2} \Delta_{j,n-i}^{1/2} F_{j,n-i+1}$$

satisfies $E_{G_{n-i}}(S_{i,n-i+1}^{CL}) = E_{G_{n-i}}(S_{i,n-i+1})$ and is the unique random vector which minimizes the conditional expected squared prediction error

$$E_{G_{n-i}}\left(\left(S_{i,n-i+1}^{CL} - Y\right)\left(S_{i,n-i+1}^{CL} - Y\right)\right)$$

over all $m$-dimensional random vectors $Y$ satisfying

$$Y = \Delta_{i,n-i} \sum_{j=0}^{i-1} W_{j,n-i+1} F_{j,n-i+1}$$

with $G_{n-i}$-measurable random matrices $W_{0,n-i+1}, \ldots, W_{i-1,n-i+1}$ such that

$$\sum_{j=0}^{i-1} W_{j,n-i+1} = I$$

Corollary 3.2 follows from the second part of Theorem 7.2 below.
We can now define the multivariate chain–ladder method:

**The Multivariate Chain–Ladder Method:** Under the assumptions of the multivariate model of Schnaus, the multivariate chain–ladder method is defined by letting

\[ S_{i,n-i}^{\text{CL}} := S_{i,n-i} \]

for all \( i \in \{1, \ldots, n\} \) and

\[ \Delta_{i,k-1}^{\text{CL}} := \text{diag}(S_{i,k-1}^{\text{CL}}) \]

\[ S_{i,k}^{\text{CL}} := \Delta_{i,k-1}^{\text{CL}} F_k^\text{CL} \]

for all \( i, k \in \{1, \ldots, n\} \) such that \( i+k > n \).

It can be shown as in the univariate case that, for each \( i \in \{1, \ldots, n\} \), the sequence \( \{S_{i,k}^{\text{CL}}\}_{k \in \{n-i+1, \ldots, n\}} \) satisfies the multivariate analogon of the sequential optimality criterion introduced by Schmidt [1999]:

**3.3 Corollary.** Assume that the assumptions of the multivariate model of Schnaus are fulfilled. Then, for all \( i, k \in \{1, \ldots, n\} \) such that \( i+k > n \), the random vector

\[ S_{i,k}^{\text{CL}} \]

satisfies \( E^{\mathcal{G}_{k-1}}(S_{i,k}^{\text{CL}}) = E^{\mathcal{G}_{k-1}}(S_{i,k}) \) and is the unique random vector which minimizes the conditional expected squared prediction error

\[ E^{\mathcal{G}_{k-1}}\left( \left( S_{i,k} - Y \right)' \left( S_{i,k} - Y \right) \right) \]

over all \( m \)-dimensional random vectors \( Y \) satisfying

\[ Y = \Delta_{i,k-1}^{\text{CL}} \sum_{j=0}^{i-1} W_{j,k} F_{j,k} \]

with \( \mathcal{G}_{k-1} \)-measurable random matrices \( W_{0,k}, \ldots, W_{i-1,k} \) such that \( \sum_{j=0}^{i-1} W_{j,k} = I \).

The previous result can be applied to predict the sum of the coordinates of \( S_{i,k}^{\text{CL}} \):

**3.4 Corollary.** Assume that the assumptions of the multivariate model of Schnaus are fulfilled. Then, for all \( i, k \in \{1, \ldots, n\} \) such that \( i+k > n \), the random vector

\[ 1'S_{i,k}^{\text{CL}} \]

satisfies \( E^{\mathcal{G}_{k-1}}(1'S_{i,k}^{\text{CL}}) = E^{\mathcal{G}_{k-1}}(1'S_{i,k}) \) and is the unique random vector which minimizes the conditional expected squared prediction error

\[ E^{\mathcal{G}_{k-1}}\left( \left( 1'S_{i,k} - Y \right)' \left( 1'S_{i,k} - Y \right) \right) \]
over all \( m \)-dimensional random vectors \( Y \) satisfying

\[
Y = 1' \Delta_{i,k-1}^{CL} \sum_{j=0}^{i-1} W_{j,k} F_{j,k}
\]

with \( \mathcal{G}_{k-1} \)-measurable random matrices \( W_{0,k}, \ldots, W_{i-1,k} \) such that \( \sum_{j=0}^{i-1} W_{j,k} = I \).

We remark that the problem of global optimality of the chain-ladder predictors has been solved in the negative in the case \( m = 1 \); see Schmidt [1997].

4 Multivariate versus Univariate Chain–Ladder Prediction

In the case where \( k = n \) or \( \Sigma_{k} \) is diagonal, it is easily seen that the multivariate chain–ladder factor \( F_{k}^{CL} \) does not depend on \( \Sigma_{k} \) and that, for each \( p \in \{1, \ldots, m\} \), the coordinates \( F_{k}^{CL(p)} \) of \( F_{k}^{CL} \) satisfy

\[
F_{k}^{CL(p)} = \sum_{j=0}^{n-k} \frac{S_{j,k-1}^{(p)}}{\sum_{h=0}^{n-k} S_{h,k-1}^{(p)}} F_{j,k}^{(p)}
\]

and hence coincide with the chain–ladder factors for the subportfolio \( p \).

In the case where each of the matrices \( \Sigma_{1}, \ldots, \Sigma_{n-1} \) is diagonal, it follows that univariate chain–ladder prediction for every single subportfolio produces the same result as multivariate chain–ladder prediction for the aggregate portfolio.

In general, however, univariate chain–ladder prediction for every single subportfolio is not the same as multivariate chain–ladder prediction. The following partial result makes this statement more precise:

4.1 Theorem. Assume that the assumptions of the model of Schnaus are fulfilled and assume that \( m = 2 \leq k < n \). Then the following are equivalent:

(a) Every coordinate of the chain–ladder predictor \( F_{k}^{CL} \) depends only on the corresponding coordinates of \( F_{0,k}, \ldots, F_{n-k,k} \).

(b) The matrix \( \Sigma_{k} \) is diagonal.

Proof. Assume first that (a) holds. Then each of the matrices

\[
\left( \sum_{h=0}^{n-k} \Delta_{h,k-1}^{1/2} \Sigma_{k}^{-1} \Delta_{h,k-1}^{1/2} \right)^{-1} \Delta_{j,k-1}^{1/2} \Sigma_{k}^{-1} \Delta_{j,k-1}^{1/2}
\]

with \( j \in \{0, 1, \ldots, n-k\} \) is diagonal and Theorem 7.3 implies that the matrices

\[
\Delta_{j,k-1}^{1/2} \Sigma_{k}^{-1} \Delta_{j,k-1}^{1/2}
\]
are either all diagonal or proportional to each other. In the first case, the matrix \( \Sigma_k \) is diagonal as well. In the second case, the matrices \( \Delta_{j,k-1} \) are proportional to each other such that there exist \( c_1, \ldots, c_{n-k} \in (0, \infty) \) satisfying

\[
S_{j,k-1} = c_j S_{0,k-1}
\]

for all \( j \in \{1, \ldots, n-k\} \) and hence

\[
\text{Cov}^{G_{k-2}}(S_{j,k-1}, S_{0,k-1}) = c_j \text{Var}^{G_{k-2}}(S_{0,k-1})
\]

which is impossible since \( \text{Cov}^{G_{k-2}}(S_{j,k-1}, S_{0,k-1}) = 0 \neq \text{Var}^{G_{k-2}}(S_{0,k-1}) \). Therefore, (a) implies (b). The converse implication is obvious. \( \square \)

5 The Problem of Non–Additivity of Chain–Ladder Predictors

It is well–known and not really surprising that, except for unrealistic cases, the chain–ladder predictors for the sum of run–off triangles differ from the sum of the chain–ladder predictors for the single run–off triangles; see Ajne [1994].

In some sense, the multivariate chain–ladder model resolves the problem of non–additivity of chain–ladder predictors. Since the multivariate chain–ladder model involves conditional correlation between the aggregate claims of a fixed development year, chain–ladder prediction for the sum of the aggregate claims over the subportfolios is meaningless since it ignores the correlation structure which relates the subportfolios to each other; this is also the case when the subportfolios are assumed to be uncorrelated. Therefore, the only reasonable predictor of \( 1' S_{i,k} \) with \( i + k > n \) is the predictor \( 1' S_{i,k}^{CL} \) which is the sum of the coordinates of the chain–ladder predictor of \( S_{i,k} \).

6 Related Models

The multivariate model of Schnaus presented in Section 3 is inspired by the bivariate model of Braun and its straightforward extension to the multivariate case which is defined as follows:

The Multivariate Model of Braun:

(i) The accident years are independent in the sense that the family of \( \sigma \)–algebras \( \{\sigma(S_{i,k})_{k \in \{0,1,\ldots,n\}}\}_{i \in \{0,1,\ldots,n\}} \) is independent.

(ii) For each \( k \in \{1, \ldots, n\} \), there exists vector \( \varphi_k \) such that

\[
E^{G_{k-1}}(S_{i,k}) = \Delta_{i,k-1} \varphi_k
\]

holds for all \( i \in \{0,1,\ldots,n\} \).
(iii) For each \( k \in \{1, \ldots, n\} \), there exists a matrix \( \sigma_k \) which is symmetric and positive definite such that

\[
\text{Var}^{G_k-1}(S_{i,k}) = \Delta_{i,k-1}^{1/2} \sigma_k \Delta_{i,k-1}^{1/2}
\]

holds for all \( i, j \in \{0, 1, \ldots, n\} \).

In the multivariate model of Brown, which
- in the case \( m = 1 \) is due to Mack [1993] and
- in the case \( m = 2 \) is due to Braun [2004],
the vector \( \varphi_k \) and the matrix \( \sigma_k \) are non–random.

It can be shown as in the univariate case that the multivariate model of Brown is a special case of the multivariate model of Schnaus; see Schmidt and Schnaus [1996]. Also, since the univariate model of Schnaus is strictly more general than the model of Mack, it is clear that the multivariate model of Schnaus is strictly more general than the multivariate model of Braun; see Hess and Schmidt [2002].

Braun [2004] used his bivariate model to construct estimators for the prediction errors of the univariate chain–ladder predictors of two correlated portfolios which take into account correlation between the portfolios and which are intended as to improve the estimators proposed by Mack [1993] neglecting correlation. As it is the case for the estimators proposed by Mack, the estimators proposed by Braun are constructed in a reasonable but heuristic way; in particular, in both cases it is not known whether these estimators have any particular statistical properties like, e. g., unbiasedness.

In the bivariate model of Braun, it follows from Theorem 4.1 that the univariate chain–ladder predictors are not optimal unless the matrices \( \sigma_k \) are diagonal. This means that the estimators of the prediction errors proposed by Braun [2004] refer to non–optimal predictors of the non–observable aggregate claims. Thus, instead of improving the estimators of the prediction errors of non–optimal predictors, it would be more reasonable to start with the optimal predictors provided by the multivariate chain–ladder method under the assumptions of the multivariate model of Schnaus and then to try to develop reasonable estimators for the prediction errors of the multivariate chain–ladder predictors.

Another bivariate model of loss reserving, which is loosely related to the multivariate model of Schnaus, is the model of Quarg and Mack [2004]. Under the assumptions of their model, Quarg and Mack propose bivariate chain–ladder predictors for the paid and incurred aggregate claims of the same portfolio with the aim of reducing the gap between the univariate chain–ladder predictors for the paid and incurred aggregate claims of the same portfolio. The model of Quarg and Mack is not included in the multivariate model of Schnaus since it assumes a conditional correlation structure within the accident years instead of a completely specified conditional correlation structure between the paid and incurred aggregate claims.
7 Appendix

Throughout this appendix, let $\mathcal{H}$ be a sub-$\sigma$–algebra of $\mathcal{F}$.

We start with a general theorem:

7.1 Theorem. Let $X$ and $Z$ be random vectors and assume that there exist an $\mathcal{H}$–measurable random vector $H$ and $\mathcal{H}$–measurable random matrices $C$ and $E$ such that $E^\mathcal{H}(X) = CH$ and $E^\mathcal{H}(Z) = EH$. Let $\Psi := \text{cov}^\mathcal{H}(X, Z)$ and assume that $\Sigma := \text{var}^\mathcal{H}(Z)$ is almost surely invertible. Then the random vector

$$\tilde{Y} := \left(\Psi + (C - \Psi \Sigma^{-1}E)(E'\Sigma^{-1}E)^{-1}E'\right)\Sigma^{-1}Z$$

satisfies $E^\mathcal{H}(\tilde{Y}) = E^\mathcal{H}(Y)$ and is the unique random vector which minimizes the $\mathcal{H}$–conditional expected squared prediction error

$$E^\mathcal{H}\left((X - \tilde{Y})'(X - \tilde{Y})\right)$$

over all random vectors $Y$ having the same dimension as $X$ and satisfying $Y = AZ$ with an $\mathcal{H}$–measurable random matrix $A$ such that $AE = C$.

Moreover, if $D$ is an $\mathcal{H}$–measurable random matrix of suitable dimension, then the random vector $D\tilde{Y}$ satisfies $E^\mathcal{H}(D\tilde{Y}) = E^\mathcal{H}(DY)$ and is the unique random vector which minimizes the $\mathcal{H}$–conditional expected squared prediction error

$$E^\mathcal{H}\left((DX - \tilde{Y})'(DX - \tilde{Y})\right)$$

over all random vectors $Y$ having the same dimension as $X$ and satisfying $Y = AZ$ with an $\mathcal{H}$–measurable random matrix $A$ such that $AE = DC$.

Proof. The random matrix

$$\tilde{A} := \left(\Psi + (C - \Psi \Sigma^{-1}E)(E'\Sigma^{-1}E)^{-1}E'\right)\Sigma^{-1}$$

is $\mathcal{H}$–measurable and satisfies $\tilde{A}E = C$. For every $\mathcal{H}$–measurable random matrix $A$ satisfying $AE = C$ we have

$$E^\mathcal{H}(AZ) = A E^\mathcal{H}(Z)$$

$$= AEH$$

$$= CH$$

$$= E^\mathcal{H}(X)$$

and

$$\text{Cov}^\mathcal{H}\left(X - \tilde{A}Z, AZ - \tilde{A}Z\right) = \text{Cov}^\mathcal{H}\left(X - \tilde{A}Z, (A - \tilde{A})Z\right)$$
\[ \begin{align*}
= & \text{Cov}^H\left(X - \hat{AZ}, Z\right)(A - \hat{A})' \\
= & (\Psi - \hat{A}\Sigma)(A - \hat{A})' \\
= & -(C - \Psi\Sigma^{-1}E)(E'\Sigma^{-1}E)^{-1}E'(A - \hat{A})' \\
= & -(C - \Psi\Sigma^{-1}E)(E'\Sigma^{-1}E)^{-1}(A\hat{E} - \hat{A}\hat{E})' \\
= & 0
\end{align*} \]

which yields

\[
\text{Var}^H(X - AZ) = \text{Var}^H\left((X - \hat{AZ}) - (AZ - \hat{AZ})\right) \\
= \text{Var}^H(X - AZ) + \text{Var}^H(AZ - \hat{AZ})
\]

and hence

\[
\begin{align*}
E^H\left((X - AZ)'(X - AZ)\right) &= \text{trace}\left(E^H\left((X - AZ)(X - AZ)'ight)\right) \\
&= \text{trace}\left(\text{Var}^H(X - AZ)\right) \\
&= \text{trace}\left(\text{Var}^H(X - \hat{AZ})\right) \\
&+ \text{trace}\left(\text{Var}^H(AZ - \hat{AZ})\right)
\end{align*}
\]

Since \(\text{trace}(\text{Var}^H(AZ - \hat{AZ})) \geq 0\), the first assertion follows.

The final assertion is then immediate from what has been shown before and the identities \(E^H(DX) = DCH\) and \(\text{Cov}^H(DX, Z) = D\Psi\).

The final part of the previous result applies, in particular, to the case where the matrix \(D\) is the transpose of a unit vector. This means that the best predictor of a coordinate of \(X\) is identical with the corresponding coordinate of the best predictor of \(X\).

The previous result can be specialized as follows:

**7.2 Theorem.** Let \(X_0, X_1, \ldots, X_r\) be random vectors and assume that exists an \(\mathcal{H}\)-measurable random vector satisfying \(E^H(X_i) = H\) for all \(i \in \{0, 1, \ldots, r\}\). Assume further that \(\text{cov}^H(X_i, X_j) = 0\) holds for all \(i, j \in \{0, 1, \ldots, r\}\) such that \(i \neq j\) and that, for each \(i \in \{1, \ldots, r\}\), \(\Sigma_i := \text{var}^H(X_i)\) is almost surely invertible. Then the random vector

\[
\hat{Y} := \left(\sum_{i=1}^r \Sigma_i^{-1}\right)^{-1} \sum_{i=1}^r \Sigma_i^{-1}X_i
\]

satisfies \(E^H(\hat{Y}) = E^H(X_0)\) and is the unique random vector which minimizes the \(\mathcal{H}\)-conditional expected squared prediction error

\[
E^H\left((X_0 - Y)'(X_0 - Y)\right)
\]
over all random vectors $\mathbf{Y}$ having the same dimension as $\mathbf{X}_0$ and satisfying $\mathbf{Y} = \sum_{i=1}^{r} \mathbf{A}_i \mathbf{X}_i$ with $\mathcal{H}$–measurable random matrices $\mathbf{A}_1, \ldots, \mathbf{A}_r$ such that $\sum_{i=1}^{r} \mathbf{A}_i = \mathbf{I}$.

Moreover, if $\mathbf{D}$ is an $\mathcal{H}$–measurable random matrix of suitable dimension, then the random vector $\mathbf{D} \mathbf{Y}$ satisfies $\mathbb{E}^{\mathcal{H}}(\mathbf{D} \mathbf{Y}) = \mathbb{E}^{\mathcal{H}}(\mathbf{D} \mathbf{X}_0)$ and is the unique random vector which minimizes the $\mathcal{H}$–conditional expected squared prediction error

$$\mathbb{E}^{\mathcal{H}}((\mathbf{D} \mathbf{X}_0 - \mathbf{Y})' (\mathbf{D} \mathbf{X}_0 - \mathbf{Y}))$$

over all random vectors $\mathbf{Y}$ having the same dimension as $\mathbf{X}_0$ and satisfying $\mathbf{Y} = \sum_{i=1}^{r} \mathbf{A}_i \mathbf{X}_i$ with $\mathcal{H}$–measurable random matrices $\mathbf{A}_1, \ldots, \mathbf{A}_r$ such that $\sum_{i=1}^{r} \mathbf{A}_i = \mathbf{D}$.

Theorem 7.2 is a conditional version of a result to be found e. g. in Schmidt [2004]. Of course, the remark following Theorem 7.1 applies to Theorem 7.2 as well.

The following auxiliary result concerns diagonal matrices:

**7.3 Theorem.** Assume that $\mathbf{A}_1, \ldots, \mathbf{A}_r$ are two–dimensional matrices which are symmetric and positive definite. Then the following are equivalent:

(a) For each $i \in \{1, \ldots, r\}$, there exists a positive definite diagonal matrix $\mathbf{D}_i$ such that

$$\left( \sum_{j=1}^{r} \mathbf{A}_j \right)^{-1} \mathbf{A}_i = \mathbf{D}_i$$

(b) The matrices $\mathbf{A}_1, \ldots, \mathbf{A}_r$ are diagonal or proportional to each other.

**Proof.** Assume first that (a) holds. For all $i \in \{1, \ldots, r\}$, we have

$$\mathbf{A}_i = \left( \sum_{j=1}^{r} \mathbf{A}_j \right) \mathbf{D}_i$$

The matrix $\sum_{j=1}^{r} \mathbf{A}_j$ is either diagonal or not. If $\sum_{j=1}^{r} \mathbf{A}_j$ is diagonal, then the previous identity implies that $\mathbf{A}_1, \ldots, \mathbf{A}_r$ are diagonal as well. If $\sum_{j=1}^{r} \mathbf{A}_j$ is not diagonal, then the previous identity together with the symmetry of $\mathbf{A}_1, \ldots, \mathbf{A}_r$ yields the existence of $d_1, \ldots, d_r \in (0, \infty)$ such that $\mathbf{D}_i = d_i \mathbf{I}$ and hence

$$d_i^{-1} \mathbf{A}_i = \sum_{j=1}^{r} \mathbf{A}_j$$

which implies that $\mathbf{A}_1, \ldots, \mathbf{A}_r$ are proportional to each other. Therefore, (a) implies (b). The converse implication is obvious. \qed
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